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Дается описание основных параметров МПП-кодов, декодера на 
базе алгоритма распространения доверия, а также классификация 
множеств псевдо-кодовых слов, которые оказывают существенное 
влияние на производительность этих кодов в области больших зна-
чений ОСШ. Приводится описание метода Коула, применяемого для 
улучшения сходимости процесса моделирования оценки помехо-
устойчивости МПП-кодов, который состоит из трех этапов: поиска 
множеств ловушек и кодовых слов малого веса, оценки степени влия-
ния каждого из них на расчет характеристик кода и применения вы-
борки по значимости для оценки частоты пакетной и битовой оши-
бок. В завершении работы рассмотрены различные модификации 
выбранного подхода к оценке производительности МПП-кодов, кото-
рые направлены на улучшение точности оценивания вероятности 
ошибок и снижение вычислительных затрат по сравнению с исход-
ным методом Коула. 
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Введение 

Коды с малой плотностью проверок на чет-
ность (МПП или Low-Density Parity-Check, 
LDPC) широко используются в системах связи, 
включая Wi-Fi, 5G и волоконно-оптические ли-
нии связи, а также в устройствах хранения дан-
ных. Современные стандарты накладывают 
очень жесткие требования на вероятность би-
товой ошибки, которая в некоторых случаях 
может достигать значений порядка 10-17 на бит. 
Для верификации синтезированных кодовых 
конструкций в рабочем диапазоне отношений 
сигнал-шум (ОСШ или Signal-to-Noise Ratio, 
SNR) следует выполнять долговременное мо-
делирование, чаще всего по методу Монте-Карло, 
т.к. до сегодняшнего дня отсутствует возможность вы-
полнить аналитический расчет частоты ошибок МПП-
кодов для фиксированного ОСШ. Ввиду того, что точ-
ность оценивания вероятности ошибки при таком спо-
собе напрямую зависит от количества проводимых экс-
периментов, время до получения результата может со-
ставлять месяцы и даже годы, при условии использова-
ния высокопроизводительных вычислительных систем. 
При снижении числа пропускаемых через канал связи 
кодовых слов возрастает дисперсия оценок вероятно-
стей ошибки декодирования, что может привести к по-
тере смысла верификации как такового. Поэтому целе-
сообразно переходить к таким статистическим методам 
моделирования, которые благодаря качественной апри-
орной информации позволяют получать существенное 
ускорение в оценке интересующих показателей по 
сравнению с классическим подходом. На практике для 
МПП-кодов широкое применение нашел один из мето-

дом уменьшения дисперсии – выборка по значимости 
(ВЗ или Importance Sampling, IS). Его отличительной 
особенностью является способность значительно повы-
сить точность оценок вероятности ошибки для редких, 
но важных событий, которые далее будут подробно рас-
смотрены в настоящей работе. 

Коды с малой плотностью проверок на четность 

Коды с малой плотностью проверок на четность – 
линейные блочные коды, кодирование которых осу-
ществляется перемножением вектора информационного 
сообщения длиной k на порождающую матрицу G раз-
мером ,k n  в результате чего получается вектор x 
длиной n, а скорость кодирования составляет / .R k n  
При декодировании применяется проверочная матрица 
H размером ( ) ,n k n   которая связана с порождающей 
матрицей выражением [0],T GH  где [0] – нулевая 
матрица. Процедура декодирования считается успеш-
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ной, если произведение ,TxH  называемое синдромом, 
равно нулю. 

Основное отличие этих кодов от обычных блочных 
заключается в том, что их проверочные матрицы H яв-
ляются разреженными, т.е. количество единиц в них 
значительно меньше нулей. 

Коды МПП удобно представлять графом Таннера, 
где каждая j-я строка представляется проверочным уз-
лом cj, а каждый i-й столбец – переменным узлом vi. 
Если элемент матрицы H равен единице, то провероч-
ный и переменный узлы, соответствующие номерам 
строки и столбца этого элемента, соединяются, образуя 
ребро графа. Степень dv переменного и dc проверочного 
узлов определяются количеством соединений с ними 
или же количеством единиц в столбце и строке прове-
рочной матрицы соответственно. Если все узлы одного 
типа имеют одинаковые степени, то проверочная мат-
рица и соответствующий МПП-код являются регуляр-
ными, в противном случае – нерегулярными. 

Например, {2,4} – регулярная матрица:  
1 1 1 1 0 0 0 0 0 0
1 0 0 0 1 1 1 0 0 0

.0 1 0 0 1 0 0 1 1 0
0 0 1 0 0 1 0 1 0 1
0 0 0 1 0 0 1 0 1 1

 
 
 
 
 
 
 
 

H  

Граф Таннера для этой матрицы представлен на 
рис. 1. 

 
Рис. 1. Граф Таннера для {2,4}-регулярной H матрицы 

Так как количество единиц одинаково для всех 
столбцов или строк, то код является регулярным. Обо-
значение {2,4} подразумевает, что в каждом столбце 
проверочной матрицы по 2 единицы, а в каждой строке 
по 4, т.е. 2vd   и 4.cd   Также граф Таннера характе-
ризуется наличием циклов (замкнутых маршрутов, в 
которых каждое ребро встречается не более одного 
раза). Длина наименьшего цикла является обхватом 
графа и обозначается как g. 

Декодирование МПП-кодов 

Один из распространенных алгоритмов, используе-
мых для декодирования МПП-кодов – алгоритм распро-
странения доверия (АРД, или Belief Propagation, BP, или 
Message Passing Algorithm, MPA), суть которого в том, 
что полученные из канала логарифмические отношения 
правдоподобия (ЛОП или log-likelihood ratio, LLR), рас-
считываемые по формуле (1) как Li и показывающие, 
какая из гипотез (i-й бит равен 0 или 1) более вероятна 
(Li больше или меньше 0 соответственно), итеративно 
пересылаются между проверочными и переменными 

узлами. Под пересылкой подразумеваются некоторые 
математические операции, в результате которых проис-
ходит обновление ЛОП. 

Pr( 0)
ln ,

Pr( 1)
i

i
i

x
L

x





 (1) 

где Pr( 0)ix   – вероятность того, что i-й элемент векто-

ра x равен 0. 
На этапе инициализации АРД создается матрица Lq, 

которая получается путем поэлементного перемножения 
вектора входных данных chLLc y  на каждую строку 
матрицы H. Коэффициент Lch определяется каналом 
связи и видом модуляции; y – вектор данных, поступаю-
щих с канала. Например, в случае канала с аддитивным 
белым гауссовским шумом (АБГШ или Additive White 
Gaussian Noise, AWGN) и двоичной фазовой модуляции 

22 ,Lc y /  т.е. 22 ,chL  /  где 2 – дисперсия нор-
мального шума в канале АБГШ. 

Передача сообщений ЛОП от переменных узлов к 
проверочным осуществляется путем обновления матрицы 
Lr, элементы которой вычисляются по выражению (2). 

 1

\

2 tanh tanh / 2 ,
j

ji ij
V i

Lr Lq
 

   
 
  (2) 

где Vj – множество переменных узлов, соединенных с j-м 
проверочным узлом; Vj\i– это множество Vj без i-го эле-
мента. Т.е. перемножение происходит по всем ненуле-
вым элементам j-й строки матрицы Lq за исключением 
i-го элемента. 

После по выражению (3) следует обновить ЛОП-
данные, по которым будут приняты жесткие решения. 

,
i

i ji i
C

LQ Lr Lc   (3) 

где Ci – множество проверочных узлов, соединенных с  
i-м переменным узлом. 

Если 0,iLQ   то ˆ 0,ix   в противном случае ˆ 1.ix   

Сообщения ЛОП от проверочных узлов к перемен-
ным передаются с помощью обновления (4) матрицы 
Lq. 

\

,
i

ij ji i
C j

Lq Lr Lc   (4) 

где Ci\j – это множество Ci без j-го элемента. 
Проиллюстрируем на рис. 2 и 3 передачу сообщений 

между узлами графа Таннера, изображенного на рис. 1. 

 
Рис. 2. Передача сообщения 12Lr  

Итерации происходят до тех пор, пока не будет полу-
чен синдром ˆ ,TxH  состоящий из всех нулей, или будет 
достигнуто максимальное количество итераций. 
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Рис. 3. Передача сообщения 12Lq  

Множества ловушек 

На производительность МПП-кодов с итеративным 
декодированием значительное влияние оказывают 
псевдо-кодовые слова, классификация которых отобра-
жена на рис. 4. 

 
Рис. 4. Классификация псевдо-кодовых слов 

Множества остановок (МО или Stopping Set, SS) 
главным образом рассматриваются в двоичном сим-
метричном канале со стиранием (ДСКС или Binary 
Erasure Channel, BEC) [1]. Анализ МО не может быть 
напрямую применен к аддитивным шумовым каналам, 
таким как АБГШ и двоичному симметричному каналу 
(ДСК или Binary Symmetric Channel, BSC), которые име-
ют первостепенное значение в практических высокона-
дежных приложениях. 

Множество ловушек (МЛ или Trapping Sets, TS) с па-
раметрами (a,b) представляет собой вектор жестких 
решений длины n и веса Хэмминга a, которое приводит 
к b неудовлетворительным проверкам. С точки зрения 
графа Таннера, МЛ – набор из a переменных узлов, 
который индуцирует подграф с b проверочными узлами 
нечетной (в большинстве случаев первой) степени (т.е. 
b неудовлетворительных проверок) и произвольным 
числом проверочных узлов четной степени. 

Элементарными считаются МЛ, для которых все 
проверочные узлы в подграфе имеют степень 1 или 2. 
Большинство множеств ловушек, которые оказывают 
сильное влияние на вероятность ошибки, являются 
элементарными. 

Элементарные МЛ, у которых каждый переменный 
узел соединен по крайней мере с двумя удовлетворен-
ными проверочными узлами, являются безлистными [2]. 

Поглощающее множество (ПМ или Absorbing Set, 
AS) является множеством ловушек, у которого каждый 
переменный узел имеет соединений с неудовлетворен-
ными проверочными узлами меньше, чем с удовлетво-

ренными [1]. При этом, если все переменные узлы гра-
фа, за исключением принадлежащих данному ПМ, со-
единены с неудовлетворенными проверочными узлами, 
также принадлежащими данному ПМ, меньше, чем с 
остальными проверочными узлами графа, то это полно-
стью поглощающее множество (ППМ или Fully Absorbing 
Set, FAS). Определение элементарности (полностью) 
поглощающего множества такое же как для МЛ. 

Производительность МПП-кодов с итеративным де-
кодированием в каналах АБГШ и ДСК в области большо-
го ОСШ определяется обобщенным весовым спектром 
(совокупностью целых чисел Ad, показывающих количе-
ство кодовых слов с весом d, и совокупностью целых 
чисел Ba, показывающих количество псевдо-кодовых 
слов с весом a) кода, который состоит не только из ко-
довых слов малого веса, но и из множеств ловушек. Это 
связано с тем, что итеративные декодеры часто попа-
дают под воздействие определенных шумовых шабло-
нов МЛ, из которых они не могут выбраться в процессе 
итеративной обработки входных сообщений. 

В практических приложениях с очень низкими уров-
нями вероятности битовой или пакетной ошибки оценка 
способности МПП-кода удовлетворить эти требования 
классическим методом Монте-Карло может занимать 
месяцы и даже годы. Поэтому разумно рассмотреть аль-
тернативные подходы, одним из которых является ме-
тод, предложенный Коулом в [3], основанный на исполь-
зовании ВЗ. Описание этого метода приведено ниже. 

Поиск множеств ловушек и определение  
их степени влияния, метод выборки по значимости 

Предложенный метод состоит из трех этапов. Пер- 
вый – поиск множеств ловушек, суть которого заключает-
ся в том, чтобы часть входных данных АРД-декодера ис-
казить шумом с определенным образом подобранными 
законом распределения и числовыми характеристиками. 
Передаваемое кодовое слово при этом является нуле-
вым, так как в случае симметричного канала связи и ли-
нейного кода оно будет эквивалентно случайному кодо-
вому слову. Тогда в случае двоичной фазовой модуляции 
вектор y будет состоять исключительно из единиц. 

Важно правильно выбрать позиции входного вектора 
ЛОП данных, к которым будет применен шум, называе-
мый «импульсом ошибки». Для этого предлагается ис-
пользовать локальную структуру графа Таннера, позво-
ляющую значительно сократить пространство поиска. 

Выбирается корневой переменный узел, и относи-
тельно него граф разворачивается в дерево. 

Если корневому переменному узлу присвоено значе-
ние «1», то для удовлетворения всех проверочных узлов 
первого уровня под каждым из них нечетное число пере-
менных узлов должны быть равны «1». Предполагается, 
что таких переменных узлов под каждым проверочным 
будет по одному, что соответствует элементарному МЛ. 
Следовательно, в качестве кандидатов на ввод ошибки 
будет выбрана комбинация из корневого узла и одного 
переменного, расположенного под каждым проверочным 
узлом первого уровня. Необходимо рассмотреть все та-
кие комбинации, а также все n переменных узлов в каче-
стве корневого. В таком случае рассматривается 



Цифровая Обработка Сигналов №4/2024 

 
 

79

( 1) vd
cn d  комбинаций из 1vd   позиций, в которые сле-

дует направить импульс ошибки, обозначаемый є1.  
С увеличением длины кода улучшается его коррек-

тирующая способность, и для обнаружения множества 
ловушек становится недостаточно просто вводить им-
пульсную ошибку в 1vd   позиции. Поэтому для более 
длинных кодов дополнительно предлагается в осталь-
ные 1vn d   позиции вместо 1,ЛОП   что соответ-

ствует передачи «0», посылать значение (0;1).   

В случае еще более длинного кода этот подход тре-
бует очередной модернизации. Объясним это на при-
мере кода {3,6}, дерево для которого представлено на 
рис. 5. Чтобы не нагружать рисунок, отобразим только 
по одному переменному узлу под каждым проверочным 
вместо 6. Передаваемое кодовое слово также состоит 
только из нулевых битов. 

Переменные узлы второго уровня дерева будут по-
лучать следующие сообщения: 

1) данные канала Lc, 
2) «неверные» сообщения Lq от проверочных узлов, 

подключенных к переменным, имеющим импульс ошиб-
ки є1, 

3) 2 «правильных» сообщения Lq от проверочных 
узлов, подключенных к переменным узлам, искаженным 
мультипликативным шумом γ. 

Поскольку 3 сообщения Lq будут иметь примерно 
одинаковую величину, 2 «правильных» сообщения пре-
восходят «неверное», а Lc только усиливает безоши-
бочный расчет LQ, в результате чего декодер исправ-
ляет ошибку, и МЛ не обнаруживается. Для предотвра-
щения этого предлагается дополнительно вводить в 
позиции переменных узлов второго уровня (всего 

( )( ))1 1v v cd d d   импульс ошибки 12 .;( )є є  

В общем случае, количество битов, необходимое 
для формирования импульса ошибки, способного опре-
делить доминирующее множество ловушек, зависит от 
n, k. Для большего n обычно требуется исказить им-
пульсным шумом больше бит в кодовом слове. 

В случае нерегулярных кодов переменные узлы низ-
кой степени содержат почти все доминирующие множе-
ства ловушек, поэтому имеет смысл осуществлять пере-
бор корневого узла по возрастанию его степени, и часто 
достаточно ограничить поиск первыми двумя степенями. 
При этом значения параметров є1, є2, γ и количество би-
тов импульса ошибки зависят от степени корневого узла 
в текущем дереве. 

У высокоскоростных ( 0.75)R   МПП-кодов также 
есть свои особенности. Так как эти коды имеют степени 
проверочных узлов больше, чем аналогичные коды с 
более низкой скоростью, требуется рассматривать 
большее количество комбинаций элементов для ввода 
импульсного шума. Поэтому предлагается использовать 
число элементов, обозначаемое как ,numv  меньше 

1,vd   то есть рассматривать переменные узлы не под 
каждым проверочным первого уровня. При этом длина 
кода n, при которой требуется вводить импульс є2, ока-
зывается большей по сравнению с невысокоскоростны-
ми кодами. 

Если в процессе декодирования входного вектора с 
текущей шумовой комбинацией по достижению макси-
мального количества итераций не достигнут нулевой 
синдром, то МЛ определяется как битовый вектор, соот-
ветствующий синдрому с минимальным весом Хэмминга 
по всем итерациям при текущем входном векторе. 

Также важно правильно выбрать параметры поиска 
є1, є2, γ. Увеличение є1 повышает количество найденных 
МЛ, но также увеличивает и среднее число итераций, 
необходимых для каждого декодирования, что приводит 
к увеличению времени вычислений. При этом для корот-
ких кодов, к которым не нужно применять импульс ошиб-
ки є2, существует некоторое значение є1, при котором 
обнаруживаются основные значимые множества лову-
шек, и не имеет смысла повышать є1 выше этого зна-
чения. 

Результатом выполнения первого этапа является 
список преобладающих множеств ловушек и кодовых 
слов  малого  веса,  но  так  как  не  все  найденные  мно- 

 
Рис. 5.  Дерево для определения позиций ввода импульсного шума 
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жества ловушек являются равнозначными, то необхо-
димо определить степень влияния каждого из найден-
ных МЛ, что выполняется на втором этапе. Для этого в 
позиции бит, принадлежащих МЛ, вводится детермини-
рованный шум и определяется его величина, при кото-
рой происходит переход от правильного декодирования 
к ошибке. Определение этой границы осуществляется 
методом двоичного поиска в пределах от min 1є   до 

1maxє є  (в данном случае, 1є  – параметр первого эта-
па). Величина шума єi на i-й итерации поиска обновля-
ется по выражению (5). Знак ± определяется тем, смог 
(+) декодер исправить детерминированную ошибку или 
нет (-). При этом величина шума на первой итерации 
поиска определяется как (6). Т.е. происходит обновле-
ние одного из пределов (верхнего или нижнего) поиска, 
и искомая величина є по итогу i-й итерации принимает 
значение одного из этих пределов, что с точностью до 

max min( 2) / iє є  будет соответствовать истинному зна-
чению. Тогда погрешность результата поиска будет 
определяться максимальным количеством p итераций 
как max min( / .2) pє є  Следовательно, чем больше итера-
ций, тем выше точность, однако в слишком большой 
точности нет необходимости. Максимального количе-
ства итераций 10p   обычно более чем достаточно 
для достижения высокой точности оценивания мощно-
сти детерминированного шума, приводящего к ошибкам 
декодирования [3]. При использовании на первом этапе 
параметров γ и є2 требуются дополнительные экспери-
ментальные проверки для оценки результативности 
применения двоичного поиска. 

1 max min( ) / 2 ,i
i iє є є є    (5) 

1 max min( ) / 2.є є є   (6) 
Так же влияние МЛ определяется и количеством би-

тов, т.е. параметром a. Таким образом, величина, ха-
рактеризующая степень влияния МЛ, представляет со-
бой суммарную мощность шума, который является гра-
ницей между правильным и неправильным декодирова-
нием, всех битов МЛ и определяется как квадрат евкли-
дова расстояния до порога ошибки, определяемого де-
терминированным шумом, направленным в позиции 
битов МЛ (7). Выражение ниже справедливо для случая, 
когда в a позиций битов МЛ вводится одинаковое зна-
чение импульсного шума є. 

22 .ed aє  (7) 
На третьем этапе осуществляется оценка вероятно-

стей битовой и кадровой ошибок методом ВЗ, идея ко-
торого основывается на том, что некоторые значения 
случайной величины в процессе моделирования имеют 
большую значимость (вероятность) для оцениваемой 
функции, чем другие, и необходимо выбрать распреде-
ление, которое способствует выбору «более вероят-
ных» значений случайной величины.  

При классическом моделировании методом Монте-
Карло в канале АБГШ генерируются зашумленные реа-
лизации  y x n  с нормальной плотностью распреде-
ления вероятности f(y), рассчитываемой по выражению 
(8). Применяя метод ВЗ, Коул использует взвешенную 
сумму плотностей распределения вероятности со сме-

щенным средним f*(y) (9). Смещение осуществляется 
путем зашумления мягких решений в соответствии с 
позициями a битов МЛ, тогда   my x µ n,  где mμ  – 
вектор длины n с нулями во всех позициях, кроме тех, 
что соответствуют m-у множеству ловушек или кодовому 
слову малого веса. При этом по-прежнему передается 
нулевое кодовое слово, т.е. xi = 1. 

2

2

11( ) exp ,
2( 2 )n

f


 
  
 
 

y
y  (8) 

2

2
1

11 1*( ) exp ,
2( 2 )

M

n
m

f
M 

  
  
 
 

 my μ
y  (9) 

где M – множество МЛ и кодовых слов малого веса, 
найденных на первом этапе. 

В таком случае альтернативная оценка кратности 
ошибки на пакет длиной n будет определяться выраже-
нием (10). 

1 1

1 1ˆ ( ) ( ),
IS

M P

f e
m p

P I w
M P 

   y y  (10) 

где P – количество реализаций для каждой из M плотно-
стей; Ie(y) – индикаторная функция наличия ошибки 
(окончательное состояние декодирования не является 
кодовым словом, состоящим из всех нулей); 

( ) ( ) / * ( )w f fy y y  – весовая функция. Т.е. происходит 
накопление весовой функции с каждой реализацией. 

При программной реализации может возникнуть про-
блема расчета весовой функции w(y), когда f(y) может 
быть равна нулю при очень большом отрицательном 
аргументе экспоненты всех членов суммы, что приведет 
к делению на ноль. Во избежание этого предлагается 
добавить небольшую постоянную величину   в аргу-
менты экспонент числителя и знаменателя w(y). Коул 
рассматривает вариант / 2,n   объясняя это следу-
ющим образом: аргумент экспоненты члена знаменателя 
весовой функции определяется как (11) и является слу-
чайной величиной с математическим ожидание E[z], 
определяемым выражением (12). Тогда прибавляя   к 
z, получим 0 в аргументе экспоненты и, как следствие, 1 
в знаменателе w(y). 

2
2

1
2 2 ,

2 2

n

i
i

n
z

 
   
n

 (11) 

2 2

2[ ] .
22

n nE z
n




   (12) 

Следует пояснить, что в выражениях (11) и (12) n и  
ni – вектор шумовых отсчетов и сами отсчеты соответ-
ственно, а n – длина кодового слова. 

Включение всех M найденных МЛ и кодовых слов 
малого веса требует большого общего количества реа-
лизаций зашумленных сообщений, что приведет к уве-
личению времени расчета. Для снижения затрат расчета 
из найденных на первом этапе исключаются МЛ, имею-
щие показатель 2 ,ed  превышающий некоторую порого-
вую величину, устанавливаемую пользователем. Т.е. М 
ограничивается только оказывающими наибольшее вли-
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яние МЛ и кодовыми словами малого веса. 
Вероятности пакетной и битовой ошибки будут оце-

ниваться по выражению (10), однако при расчете веро-
ятности битовой ошибки w(y) делится на отношение 
количества ненулевых бит окончательного состояния 
декодера к n для каждой реализации. 

При моделировании ВЗ предлагается отслеживать 
все возникающие ошибки и сравнивать МЛ, соответ-
ствующее текущей ошибке, с тем, на которое была ори-
ентирована эта шумовая реализация. В случае несоот-
ветствия следует фиксировать новые МЛ и частоту их 
появления. При этом новое множество будет содержать 
много битов, общих с некоторыми из уже имеющихся МЛ, 
так как в области ошибок находится близко к ним, и, как 
следствие, уже учитываться в оценке ˆ .

ISfP  При увеличе-

нии ОСШ новые множества будут появляться все реже, 
так как «облака» шума будут становится более концен-
трированными и с меньшей вероятностью будут откло-
няться от предполагаемой области ошибки. Список но-
вых МЛ позволяет оценить степень первоначального 
покрытия обнаруженных областей ошибок. Если пара-
метры є1, є2, γ, используемые на первом этапе, выбраны 
правильно, то список новых МЛ будет небольшим. 

Направления возможных модификаций  
метода Коула 

В методе Коула есть параметры, применение кото-
рых ограничено параметрами рассматриваемого кода, а 
также не определен диапазон их допустимых значений. 
Так, например, на первом этапе есть параметры є1, є2, γ, 
Eb/N0, vnum, bmax, применяемые для поиска МЛ, но нет 
каких-то правил или рекомендаций по выбору их значе-
ний для различных МПП-кодов, в том числе нерегуляр-
ных и высокоскоростных, только примеры, которые рас-
сматривает Коул. При этом есть ограничения на приме-
нение этих параметров, которые также размыты: пара-
метр γ рекомендуется использовать при 2000n  для 
кодов {3,6}, є2 для этого же класса кодов – при 5000n   
в дополнении к γ. В [4] предложены следующие ограни-
чения: для коротких ( 4000)n   кодов є1 находится в 

пределах 2 2 ,2 ,8[ ]є є  для длинных – 2 2 .1.1 , 2[ ]є є   

Для высокоскоростных кодов параметр numv  должен 

быть меньше 1,vd   при этом нет определения, какое 
именно значение должен принимать этот параметр.  
В [4] также предложены ограничения на параметр  

numv  для нерегулярных МПП-кодов: диапазон при- 

нимаемых значений – от v max v mind d  до 

deg2card[var ] 1,v max v maxd d   где v maxd  и v mind  – мак-

симальное и минимальное значения ,vd  а 

degcard[var ]v maxd  – число различных vd  за исключени-
ем максимального. Обнаруженное МЛ не учитывается в 
дальнейшем расчете, если его параметр b больше не-
которого порога bmax ввиду того, что степень влияния 
зависит также от соотношения a и b: чем больше b по 
сравнению с a, тем меньшее влияние оказывает МЛ. 
Также нет обоснования выбора количества итераций 

декодирования. На первом и втором этапе вектор вход-
ных данных домножается на коэффициент канала, кото-
рый в случае АБГШ канала определяется параметром 
ОСШ, при значении которого предполагается исследо-
вание производительности МПП-кода. Пределы ОСШ, 
которые следует рассматривать в рамках данного мето-
да тоже не обозначены. На третьем этапе список МЛ 
ограничивается по показателю 2

ed  (меньше определен-
ного порога), однако нет упоминаний о выборе порогово-
го значения этого параметра для просеивания кандида-
тов под имитационное моделирование. 

Рассмотрим теперь возможные варианты модифика-
ций описанного в предыдущем разделе метода. Наибо-
лее вариативным является первый этап. Например, при 
формировании вектора импульсов ошибки можно при-
менить метод, описанный в [5]. Его суть заключается в 
следующем: МЛ чаще всего образуются перекрываю-
щимися короткими циклами в графе Таннера. Поэтому 
для каждого переменного узла необходимо для начала 
обнаружить все кратчайшие циклы. После этого выде-
лить уникальные кодовые вершины, принадлежащие 
этим циклам, составив по ним соответствующую табли-
цу, строки которой будут использоваться в качестве 
наборов индексов для наложения импульсного шума в 
методе ВЗ. Согласно материалам публикации [5] такой 
подход позволяет получить хорошее приближение по 
точности оценивания вероятности ошибки к методу Мон-
те-Карло при значительно сниженной вычислительной 
нагрузке. Рассмотренная идея может быть применена в 
способе, предложенным Коулом, на первом и втором 
этапах. 

В работе [4] предлагается модифицировать первый 
этап метода Коула следующим образом: 1) Пусть Z – 
размер циркулянта, тогда для квазициклического регу-
лярного МПП-кода можно уменьшить количество 

( 1) vd
cn d   комбинаций позиций ввода импульсного шума 

в Z раз; 2) Переменный узел учитывается при формиро-
вании МЛ в случае, если он образует цикл с остальными 
узлами МЛ; 3) Вводится ограничение на число итераций 
декодирования от Iavg до Imax, где Iavg и Imax – среднее и 
максимальное количество итераций декодирования. Это 
позволило ускорить поиск МЛ в несколько десятков раз 
по сравнению с классической реализацией метода Ко-
ула. 

Наряду с обнаружением МЛ в методе Коула имеется 
возможность находить и кодовые слова малого веса. 
Так, например, в коде (96,48) были выделены первые 
три компоненты весового спектра [6]. Причем две млад-
шие, с весом Хэмминга 6 и 8 соответственно, составля-
ющие определены абсолютно точно, а в ансамбле кодо-
вых слов веса 10 имеются прогалы. Для более длинных 
кодовых конструкций оценка минимального кодового 
расстояния становится затруднительной, что подтвер-
ждается результатами в работах [3] и [6], однако задача 
становится более реалистичной при условии примене-
ния рассматриваемых модификаций.  

На втором этапе метода Коула выполняется оценка 
степени влияния МЛ на производительность МПП-кода 
на основе определения границы «срабатывания» ошиб-
ки декодирования. Однако, для относительно длинных 
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кодов поиск ловушек на первом этапе осуществляется с 
применением дополнительных параметров, таких как γ и 
є2, которые никак не учитываются в алгоритме двоично-
го поиска. Существует гипотеза, что в этих условиях для 
многих МЛ граница «срабатывания» ошибки декодиро-
вания может быть не определена. Возможно, потребу-
ется модификация алгоритма двоичного поиска, учиты-
вающая влияние дополнительных параметров, задей-
ствованных на первом этапе метода Коула. 

Также на втором этапе можно применить модифика-
цию на основе метода, описанного в работах [7, 8], суть 
которых состоит в следующем: МЛ с одинаковыми па-
раметрами (a,b) могут оказывать разное влияние на 
итоговую производительность кода ввиду наличия раз-
личного количества циклов в индуцированном связан-
ном подграфе. Предлагается вводить третий параметр 
e, характеризующий наличие и количество циклов. В 
таком случае, МЛ с одинаковыми параметрами (a,b,e) 
оказывают примерно одинаковое влияние на произво-
дительность, следовательно, их можно объединить в 
одну группу и рассчитывать параметр 2

ed  для всех МЛ 
группы целиком. В результате применения предложен-
ного метода, на основе такой классификации МЛ, авто-
ры получили точность оценки частоты пакетной ошибки, 
близкую к методу Монте-Карло, при этом удалось со-
кратить время расчета на порядки. 

В работе [9] было рассмотрено применение ВЗ при 
использовании различных статистических методов рас-
пределения случайной величины, таких как: нормально-
го, равномерного и Коши. По критериям модифициро-
ванного нормированного отклонения и среднеквадра-
тичной ошибке равномерное распределение оказалось 
лучше остальных, то есть позволило обеспечить боль-
шую точность оценивания вероятности ошибок при вы-
соких ОСШ для рассматриваемых МПП-кодов. 

На заключительном этапе Коул предлагает при мо-
делировании ВЗ осуществлять фиксацию всех ранее не 
выявленных МЛ. При этом их вклад в итоговую оценку 
вероятности ошибки остается неочевидным, т.к. по-
вторное выполнение процедуры расчета параметра 2

ed  
не предусмотрено методом Коула. Поэтому следует 
провести дополнительные исследования, направлен-
ные на определение целесообразности выполнения 
такой проверки, т.к. она существенно увеличивает вре-
мя выполнения третьего этапа. 

Заключение 

В рамках проведенного обзора было установлено, 
что метод Коула представляет собой мощный инстру-
мент для расчета производительности МПП-кодов, в 
особенности в области относительно высоких ОСШ, где 
наблюдается так называемая «полка», обусловленная 
различными факторами. При этом присутствует серьез-
ный дефицит публикаций по этой тематике, которые бы 
детально раскрывали особенности такого подхода к 

оценке помехоустойчивости канальных кодеков. Вероят-
нее всего это связано с большой вариабельностью ме-
тода ВЗ в части подготовки априорных данных по 
наиболее значимым областям пространства кодовых 
векторов, отсутствием возможности точного аналитиче-
ского описания допустимых диапазонов используемых 
параметров. Всё это приводит к чрезмерному эмпиризму 
в развитии метода Коула. Однако, проведенный в насто-
ящей работе анализ показывает, что даже в рамках ба-
зовой публикации [3] имеется ряд белых пятен, которые 
следует уточнять и прорабатывать. Более того, комби-
нируя различные модификации метода Коула возможно 
значительно снизить вычислительные затраты и повы-
сить точность оценки вероятности ошибки каждого из 
улучшений в отдельности, что будет принято к реализа-
ции в последствии. 

Исследование выполнено за счет средств гранта 
Российского научного фонда № 23-21-10100. 
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