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INVESTIGATION OF NEURAL NETWORK ALGORITHMS FOR SEGMENTATION
OF WATER AREAS ON SATELLITE SAR IMAGES

Sennikov A.V., Larionov P.V., Xryashev V.V., Priorov A.L.

The article considers an algorithm for water area segmentation using satellite SAR images. The study used a set of 27 satellite im-
ages with a spatial size of approximately 200 by 300 kilometers with a resolution of 10 meters per pixel. Three models with the
ResNet 34+U-Net, SegFormer_b5 and SegNeXt | architectures are used as neural network models. The corresponding algorithm
accepts patches with 2 channels — VV and VH — as input and produces a binary segmentation mask at the output. To evaluate the
performance of the models, such metrics as Dice, F measure, accuracy and recall were used. The highest Dice value was 0.9.
However, all models have difficulties in accurate segmentation of images at the boundaries of water surfaces, which leads to a large
number of false positives. Also, within the framework of this study, an assessment of the impact of speckle noise on the quality of
the neural network model was carried out, which showed that even with a noticeable increase in noise, measured by the PSNR met-
ric, dropping to values of 9.65-9.86 dB, the model does not lose accuracy. Both for the original set and for the noisy one, the value
of the Dice metric remains within 0.96-0.97, the F1 metric — within 0.81-0.82 and the Recall metric — within 0.97-0.98.
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KnroueBble cnoBa: cermMeHTaums CryTHUKOBbIX
nsobpaxeHun, SAR n3obpaxeHus, rnybokoe ma-

N Paccmampueaemcsi aneopumm cezMeHmayuu 600HbBIX y4acmKos ¢
LUMHHOE 06yYeHne, HEMPOHHbIE CETU, CMEKIT-LLYM.

ucrionb3o8aHueM crymHukosbix SAR u3obpaxeHul. [ns nposedeHusi
BBepeHue uccriedosaHusi NpumeHsscsi Habop u3 27 CrymHUKOBbIX U306paxeHud,

X I, mpaHCmeeHHbIM M M T, mesibHO 2 H
B HacTosilLee Bpemsl MCMOMb30BaHWe AaHHbIX obnadarowux npocmparcmee pasmepom npubnusumensHo 200 Ha

OUCTaHUMOHHOrO  30HAupoBaHMa  3emnun  (O33)
HaLUMO LUMPOKUIA CMEKTP MPUMEHEHUSI B pasnuny-
HbIX OTPaCNsAX 3KOHOMMKW, Hanpumep, ANst OLEeHKK
necHon ©Guomacchl, ynpaBneHusi CernbCKOXO03s-
CTBEHHbLIMU U NPUPOAHBLIMM pecypcamMu, B 3agavax
reonorvn, Ans npeaynpexaeHust CTuxuniiHblx 6en-
cteui [1-3]. Ona peweHus nogobHbIX 3aday B
HacTosiLee Bpemsi LUMPOKO MCMOonb3yrTCs anro-
pUTMbl aBTOMaTHYECKO 00paboTkmM M30bpaxeHui
CO CMYTHUKOB, MOSTYYEHHbIX B pa3sHbIX AManasoHax
3MeKTPOMarHMTHOTO  CMeKTpa, peanv3oBaHHble

C MOMOLLLIO COBPEMEHHbIX HEMPOCETEBbLIX MoAe- 5 3 5 .
neu [4-10] neHHocmu, usmepeHHol mempukol PSNR, onyckarowelicd 0o 3HavyeHull

9,65-9,86 0b, modenb He mepsiem moyHocmb pabomsl. Kak no ucxodHo-

300 kunomempos ¢ paspeweHuem 10 mempoe Ha rukcesnb. B kayecmee
Helipocemesbix Modesnell Ucronb3yomecs mpu Modesu ¢ apxumekmypamu
ResNet-34+U-Net, SegFormer_b5 u SegNeXt_|l. Coomeemcmeyrouwul
anzopumm npuHuUMaem Ha exo0 nam4du ¢ 2 kaHanamu — VV u VH, a Ha
8bixo0e ebi0aem GUHapHYyt0 Macky ceemeHmauuu. [ns oueHku pabomsi
modenel ucnonb3o8anucb makue Mempuku, kak Dice, F-mepa, moyHocmb
u nonHoma. Haubonbwee 3HadyeHue Dice cocmasuno 0,9. O0Hako ece
molenu umerom mpyOHOCMU 8 MOYHOU cesMeHmayuu u3obpaxeHul Ha
2paHuyax 800HbIX rogepxHocmel, 4mo npugsodum K 60bWOMY Huciy
JIOXHbIX fiporyckos. Takxe 8 pamkax OaHHO20 uccredosaHusi nposedeHa
oueHKa eJ1UsSIHUS CrieK/-wyMa Ha kadecmeo pabombl Helipocemeagoli Mo-
Oenu, komopas nokasasna, Ymo Oaxe Mpu 3aMemHOM y8esludeHuU 3aulyM-

B paHHon paboTe paccmaTpuBaeTcsi 3agjada
onpegeneHns BOOHbIX MOBEPXHOCTEN Ha CMyTHU-
KOBbIX M300paXeHUsix, Nory4YeHHbIX B paguoamna-
nasoHe. OHa OTHOCUTCS K 3ajavye MOHUTOPMHra
BOJOEMOB, BXOAsLLEN B rpynny 3agay MOHUTOpMHra
3eMHOWN MOBEPXHOCTU, K KOTOPOW OTHOCUTCS Takke
MOHUTOPUHI CEMNbCKOXO3SINCTBEHHbIX MOMNEen 1 NecHoro no- Cneundmka 3agaym MOHUTOPUHra HABOOHEHWI 3aKMio-
kposa. OaHoM 13 uenen NoJoBHbLIX NCCNEeNOBaHWUNA ABNAET-  YyaeTcs B TOM, YTO OHU OBLIMHO COMPOBOXAAKTCS COMyT-
CA MOHWUTOPUHI HaBOAHEHWA B PEXVMME OHManH, a Takke  CTBYIOLWMMU HEeraTMBHLIMW MOrOAHLIMUA YCMOBUAMM — [O0O-
oLleHKa nx macluTaba. XOSIMW, CUIbHBIM BETPOM, obGnayHocTbio. B cBA3nM ¢ atum
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My Ha60py, mak u no 3awyMreHHoMy 3Ha4YeHue mempuku Dice ocmaemcs

8 npedenax 0,96-0,97, mempuku F1 — e npedenax 0,81-0,82 u mempuku
Recall — e npedenax 0,97-0,98.
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OaHHble CO CMyTHUWKA, NOMyYeHHble B ONTUYECKOM Auana-
30He, rae atMocdepHble noMexn 0cobeHHO 3Ha4YuMbl, SiB-
NSIOTCA HE CaMbIM NOAXOAALUMM UCTOYHUKOM MHAOpMaLMn
Anst MoHWUTOpUHra. MoaTtomy Anst Takoro poga 3agay 4acTto
MCNOnb3yloT CNYTHUKOBblIE W300paXeHWs B paguoavana-
30HE, MOJNyYEHHbIE C MOMOLLUBI PafapoB C CUHTE3MPOBAH-
Hon anepTtypon (PCA, SAR). bnarogaps um MOXHO NpoOBO-
OWTb WUCCNEefoBaHWsl, UrHOPUpYs aTtMocdepHble YCrnoBuS
[11-15]. OgHako npu 3TOM Ha U306pPaKEHUsIX, NONydYaeMblxX
¢ nomoupto cuctem PCA, npucyTCTBYET BbICOKUA YPOBEHDL
lWwyma, obYyCrnoBMEeHHOro Npupodolr oGpaTHOro paccesiHus!
pagapa (pagumonokaumoHHou cTaHumu, PJIC). Cambim
60mMbLUMM NCTOYHUKOM LLyMa Ha u3obpaxeHun PCA Tpagu-
LIMOHHO ABnAeTCcH cnekn-wym [16], noatomy B AaHHOW pa-
60Te Takke uccnegyeTcs ero BNusiHe Ha kauecTso paboThbl
HEeMpoceTeBON MOAENMN.

Llenbto paboTbl siBnsieTcst paspaboTka u uccrnenoBaHue
anroputma CerMeHTauum BOAHbIX YYaCTKOB Ha CMyTHUKO-
BbIX M300paXeHNsX B pagmoananasoHe C UCMorb30BaHWEM
COBPEMEHHBIX HENPOHHbLIX CeTeW M MeTodoB rnybokoro
MaLUMHHOTO 06YyYeHusI.

OnucaHue Habopa CNYTHMKOBbIX N306paXXeHUM

[ns npoBeneHust uccrnedoBaHus co3gaH Habop 16-6ut-
HbIX PaaMONoKaLMOHHbLIX N306paXKeHWin ¢ UCMOoNb30BaHNEM
OTKPbITON 3nekTpoHHoM 6asbl npoekta Copernicus [17].
Kaxpgoe un3obpaxeHne oxBaTbliBano MPOCTPAHCTBEHHYHO
obnacte paamepom npubnusmtensHo 200 Ha 300 kunomer-
poB ¢ paspelueHnem 10 MeTpoB Ha nukcenb. B cocTaB Kax-
[Oro cHMMKa Bxogunu gea kaHana — VV un VH, npegocras-
NSAOLWMX UHDOPMaLMIO O BEPTUKANbHON U FOPU3OHTarbHOM
nonspusaunm cooTBETCTBEHHO. C LieNnbio yNyyLlleHns Kade-
CTBa M300paKEHUn M MOBbILEHUS WX MHAPOPMATUBHOCTU
yOaneHbl TensoBble WyMbl U LYyMbl MO KpasiM, a Takke Bbl-
nonHeHa paguomMeTpuyeckasl kanvbpoBka U reomeTpuye-
ckas koppekuus. Kaxxgomy n3obpaxeHuio NpucBOEHa 3KC-
neptHas GuHapHas macka, onpegensiowias obnacTtu ¢ Boa-
HbIMWU MOBEPXHOCTsIMU. PparmMeHTbl M3 Habopa AaHHbIX C
COOTBETCTBYIOLMMN Mackamu npeacTaBfneHbl Ha pwuc. 1.
Ins oby4yeHus U3 NCxXoaHbIX GOMbLUMX M30BpaXKEHUI C LWa-

rom 256 nwukcenen CcdOPMUPOBaHbLI NaTyn pasMepoMm
512x512 nukcenen. N3o6paxeHns nepeBefeHbl u3 16-6ut-
HOro B 8-6UTHbIN dhopmaT. MonyyeHHbIi Habop AaHHbIX No-
JeneH Ha oby4varollyo U TECTOBYK BbIOOPKM B COOTHOLLE-
HumM 100 k 8 (unu 25 k 2). bonee noapobHas MHdopmaums
06 ucnonb3yemMom Habope M3o0pakeHWi npeacTaBrieHa B
Tabn. 1.

OnucaHne apxuTeKTyp UCNONb3yeMbIX HeMpoceTeBbIX
mopgenen

[nsa peleHns 3afjavm cerMeHTauuMu BOAHBIX Y4YacTKOB
MCMOMb30BaHO 3 pasnuyHbIX HempoceTeBbliX Mogenu. B ka-
YecTBe MEpPBON WUCMOMb30BaHa LUMPOKO MpUMEHsieMas B
pasnuyHbIX 3agadvax cermeHTaumm aaHHbIX 133 ceepToyHas
HelipoHHas ceTb U-Net, Ha Bxoae koTopoi HaxoauTcs 6aso-
Bas ceTb ¢ apxuTektypon ResNet-34 [18]. B kauectBe ABYX
Opyrux anroputMoB BblOpaHbl HENMpPOHHbIE ceTu Ha Oa3se
TpaHCOPMEPOB, B OCHOBE KOTOPbLIX MEXUT Hanudve mexa-
Hu3ma BHuMmaHus: SegFormer [19] n SegNeXt [20].

MepBassi OTHOCMTCHA K TWUMY HENPOHHbLIX CETEeRn, MOMHO-
CTblo paboTaroLmx ¢ ncnonb3oBaHnem TpaHchopmepos. Mx
rMaBHOW OCOBEHHOCTbIO SABMSIETCA Hanuyine MexaHu3ma
BHUMaHWs, MO3BOMSIOLLEr0 YCKOpUTb ODy4eHue un cBsA3aTtb
BCE BBOAUMbIE [AaHHble Mexay cobon. OTa 0CcoBGEeHHOCTb
[aeT BO3MOXHOCTb BbIMOSHATL NapannenbHylo obpaboTky
OaHHbIX M y4nTbiBaTb KOHTEKCT. CeTb SegFormer cocTouT 13
KOAMPOBLUMKA W AekoanpoBLUnka. KoampoBLUMK BbINOMNHAET
ponb U3BMEeYeHNs rpydbiX U TOUHBIX NPU3HAKOB U3 BXOAHOIO
n306paxeHns n cocTout n3 6noka pasbreHuns Ha naTin un 4
6nokoB-TpaHcdopmepos. [OekoampoBwmk B SegFormer
00beanHAET MHOroypoBHEBbIE MPU3HaKK, BblpabOTaHHbIE
KOAMPOBLUMKOM, AN NPOrHO3MPOBaHNSA Macku CEerMeHTaLmu.

B kauecTtBe TpeTbeln Mogenu mcrnonb3oBanacb Hempoce-
TeBas mogenb ¢ apxutektyponr SegNeXt. OHa Takke OTHO-
CUTCSl K TUNy TpaHCAOPMEPOB W SIBMSAETCS YhydleHWeM
apxutekTypbl SegFormer. B kogunposLumke SegNeXt BmecTo
6noka BHMMaHus u3 SegFormer ucnonb3yercss MHoromac-
WTabHbIA MOAYNMb CBEPTOYHOrO BHUMaHusa — MSCA (multi-
scale convolutional attention). CoBmecTHO ¢ 2 crosimun Hop-
Manu3auum 6atya 1 ceTbio NPSMOro pacrnpoCcTpaHeHusl, Mo-

e)

Puc. 1. ®paemeHmsbi usobpaxeHuli uz Habopa (a, 8) u coomeemcmesyroujue um macku (6, 2)

Tabnuya 1. Cmamucmuka cghopmuposaHHO20 Habopa u3obpaxeHull

OO6yJaromasi BEIOOpKa TecroBast BEIOOpKa
Konuuectro nzo0paxeHui 25 2
KonngectBo natueit 178817 13714
KonngectBo maTueil ¢ BOXHBIMU y4acTKaMHU 97679 7202
KonmuectBo narueii 6€3 BOAHBIX Y4aCTKOB 72226 6512
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V

ayns MSCA o6pasyet 6nok MSCAN, siBNsitOLLMIACS OCHOB-
HbIM CTPYKTYPHbIM 3riemMeHTOM koauposliuka B SegNeXt,
aHanorvyHbln  TpaHcdopmepHomy 6noky B SegFormer.
Bnok MSCAN Tarke nostopeH 4 pasa. [JekoanpoBLiuK B
SegNeXt oTnnyaetcs Tem, 4To o6beanHsSIET NPU3HaKK, No-
JNIy4YEeHHble TONMbKO C 3 MOCNEeQHUX 3TanoB, a He Co Bcex 4,
Kak B SegFormer, 4To NoBbILAET MPON3BOAUTENBHOCTL U
oTOpackbiBaeT HU3KOYPOBHEBYH WHGpOpMaLMO C MepBOro
atana. Kpome Toro, oH oTnuyaeTcs HanuMumem onepauuu
pasnoXeHusi MaTpuL, N3BNIEYEHHbIX NPU3HAKOB.

Pe3yl1bTaTbl KOMNbIOTEPHOIro
mMoaenupoBaHusa anroputMoB cermeHTauumn

PaccmoTpum pesynbTaTbl 0Oy4eHUss M TeCcTUPOBaHWA
npeacTaBneHHbIX Mogenein. Bce oHn nepea utoroBbiM oby-
YeHWeM MMENM Beca, MOJMy4YeHHble Mpu ux Ooby4YeHun Ha
OOCTYMHbIX Habopax nsobpaxennii ImageNet n DeepGlobe
Land Cover [21]. ObyyeHne Ha Habope ImageNet pano
CnocobHOCTbL pelwaTb 3agady noucka HU3KOYPOBHEBBLIX
npusHakoB, a Ha Habope DeepGlobe — pelwatb 3agayy cer-
MeHTauuMn Ha CNyTHUKOBbLIX CHUMKaXx. O6yqu|/|e npouncxo-
avno ¢ pasamepoM 6aTya 4. Kaxgas n3 mogenei obyyanach
Tpems pasHbiMu crniocobamu. Mepsble ABa — ¢ 6anaHcMpoB-
ko 6atuya (Balance50x50), a Takke 6e3 ero 6anaHcMpoBKU
(noBalance). Tpetnin cnocob (A/l) 3akmovancs B nogxone
NoBbllWEHNA UHBAPWAHTHOCTU MoAenn K pasfmiMyHbIM ayr-
MeHTaumam. [ns Hero Gpancs ToT cnocob GanaHcupoBKuU,
KOTOpbIN Nokasan Havboree BbICOKME pe3ynbTaThbl.

Cneuuduka CnyTHUKOBbIX M300paXeHnin 3aknoyaeTcs B
TOM, YTO OHM He NpuBA3aHbl K ornpeaeneHHbIM yrinam noso-
poTa, a Takke MOryT NnoABepratbCs 4OCTaTOYHO CEPbE3HBLIM
(POTOMETPUYECKNM UCKAXKEHUSIM 13-3a YrNa HaKoHa Kame-
pbl. MoaTomy cTaHaapTHble MeToabl 00yYEeHUS HEMPOHHBLIX
ceTen MOryT gaeaTtb XyAlume pesynbTaTbl B 3agadax cer-
MEHTaUMM CrnyTHUKOBLIX M300paxeHuit. Moaxoa nosbile-
HWUS MHBAPUAHTHOCTU K TaknuM npeobpasoBaHusiM 3akmoya-
erca B TOM, YTO MpeackasaHusi N0 UCXOAHOMY M3obpaxe-
HUIO OOJDKHbI coBMaaaTtb C npeackasaHndamMuy no ayrMmeHTu-
poBaHHOMy mnocne ux obpaTtHoro npeobpasoBaHus [22].
Ons oby4eHns Ha OCHOBE Takoro Noaxoaa Ucnorb3oBarnach
obLas yHKUMA NoTepb, KOTOPYH MOXHO BbIPa3nTb Kak:

Liyy = Ly (6, 9) + Ly, (A(x), A(¥) + AL, (x, A(X)),

Ly, (x, A(x)) = %Z [£,(0) = A7 (£ (AT,

rae L, — obwas owubka notepb, L, — owwnbka cermMeH-

iel

Tauuu, L, — pasHuMua mexay npeackasaHusiMu no usob-

paxeHuwo Cc ayrMmeHtaumamm um 663 HUX, BblpaXeHHaaA Kak
cpegHekBagpaTU4yHas owmnodka, A — Habop ayrmeHTauum, x

— 1CcxXopHOe n3obpaxeHne, y — aKCrepTHas pasmeTka, f; —

npenckasaHve mMogenu, A — mogynvpyrowmin napavetp. B
Ka4yecTBe ayrMeHTauuii UCNonb30Banoch: M3MeHeHne sipko-
CTW, Chny4yalHble MOBOPOTHI, UCKaXKeHWe MNepcnekTuBbl, OT-
pakeHue no BepTMKanu U ropusoHTanu.

Bce oGyyaemble MoAenu MNPUHUMAOT Ha BXO4 2-Ka-
HanbHbIN NaTy pasmepom 512x512 nukcenen, a Ha BbiIxoae
BbIA0T OOQHOKaHanbHyt GUHAPHY Macky C TEM e pa3me-
pOM, 4TO U NaTy Ha BXoae.

[Ins oGbEeKTMBHOWM OLIEHKM KadecTBa paboTbl HelpoceTe-
BbIX MOAernen Ucrnosnb3oBanMcb CTaHAapTHblIE METPUKK, Ta-
Kne Kak To4HocCTb (presicion, P), nonHoTa (recall, R), F-mepa
(F1) n koadpduumeHT CépeHceHa (Dice). B 1abn. 2 npuse-
OeHbl pe3ynbTaTbl TECTMPOBaHWSA Tpex mogenen. 3gece TP
(true positive) — KONMYECTBO WCTUHHO MOMNOXUTENBbHbLIX
npenckasanui, FP (false positive) — konnyecTBo noxHono-
noxutenbHblx NpeackasaqHun, FN (false negative) — konuue-
CTBO JIOKHbIX MPOMYCKOB.

BuaHo, 4TO BCEe Moaenu LOCTaTOYHO XOPOLUO onpeae-
NSIT rpaHnLbl HaMOeHHbIX OObLEKTOB, Ha YTO YKasblBaeT
BblCOKOe 3HayeHue koaddpumumneHTa CépeHceHa. Hanborb-
UMM  3HayeHueMm, paBHbiM 0,9, o6nagaiT Mogenu
SegFormer_b5 n SegNeXt_|, oby4eHHble ¢ GanaHCMPOBKOW
6atya 50x50. Jlyywee 3HayeHWe MOMHOTbI MOMyYMIIoCh Y
mopenn ResNet-34+U-Net. OHa obnapaeT HaubGonbLMM
KOSIMYECTBOM MCTMHHbIX npeackasaHuit. MNMoaxoa nosblle-
HUSI  WMHBAPWMAHTHOCTM, MPUMEHEHHbIN MNpu  0By4YeHun
SegFormer_b5 n SegNeXt_| Ha gaHHoM Habope n3obpaxe-
HWIA, NPUBEN K YBENMYEHWUIO KONMYECTBA NOXHbLIX cpabaTbl-
BaHu Ha 20-25% ans obeux mopenei. Mpu 3ToM Konude-
CTBO WCTMHHbIX OTBETOB M JTIOXHbIX MPOMYCKOB WM3MEHWUIOCh
HesHauuTenobHo. B cBs3n ¢ aTuUM, y Moaenen, oby4eHHbIX C
AaHHbIM MOAX0A0M, METPUKM TOYHOCTU W MOMHOTHLI XYyXe,
4YeM y mopenen, obyyeHHbIx 6e3 ero ucnonb3oBaHns. Kpome
TOro, y Bcex mogernen Habntogaetcs 6onblioe KonmM4ecTBO
NOXHbIX cpabaTbiBaHWA. DTO MOXHO OOBACHUTL TEM, YTO Ha
M300paXkeHNsiX MHOro MarnbiX BOAHbIX Y4aCTKOB.

Ha puc. 2 Ha npumepe mogenn SegFormer_b5 npea-
cTaBneH pesynbtaTt obpaboTku ABYX M300paxkeHWn u npu-
BEJEHO HarnsigHoe CpaBHEHWE 3JTaNloOHHOM W MpeackasaH-
HbIX Macok, KOTopoe MoATBepPKAaeT 3HAYEHUS NONYYEHHbIX
BbllLe METPUK. Ha BepxHeM uzobpaxeHnn 60nbLION y4acTok
CEerMeHTUpOoBarcst 4OCTaTOMHO TOYHO. OLWMGKM NPOsSIBUNCH
Ha rpaHuLe C 3eMHON MOBEPXHOCTbIO. [JaHHbIA npumMep no-
Ka3blBaeT NOXHble nponyckn. Ha HwkHem npeackasaHum

Tabnuya 2. Pe3ynbmamsl mecmupogaHusi Helipocemeabix Modesnel

Mertpuxka

HeiipocereBas apxutekTypa Dice | Fl Precision | Recall | TP FP FN

ResNet-34+U-Net, noBalance 0,73 | 0,45 | 0,35 0,61 25157 | 45732 | 16270
ResNet-34+U-Net, Balance50x50 0,74 | 0,44 | 0,32 0,71 29261 | 60768 | 12166
SegFormer b5, noBalance 0,89 | 0,39 | 0,30 0,54 22282 | 50646 | 19145
SegFormer b5, Balance50x50 0,90 | 0,39 | 0,31 0,53 21963 | 49585 | 19464
SegFormer b5, Al + Balance50x50 | 0,87 | 0,39 | 0,25 0,50 20682 | 63119 | 20745
SegNeXt 1, noBalance 0,89 | 0,40 | 0,31 0,58 24447 | 51684 | 17980
SegNeXt 1, Balance50x50 0,90 | 0,42 | 0,33 0,58 24231 | 49072 | 17196
SegNeXt 1, Al + Balance50x50 0,88 | 0,40 | 0,30 0,61 25089 | 59950 | 16338
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a) VW/WVH

6) BmarsnoHHasi macka

6) OmarsnoHHasi macka

Ay W

8) SegFormer_b5

8) SegFormer_b5

Puc. 2. Npumep pabomsi Helipocemeago2o anzopumma 05151 98yx u30bpaxkeHull

NPUCYTCTBYIOT NOXHble cpabaTbiBaHWsl, BbIPaXEHHblE B
TOM, YTO MarieHbK1e y4acTku BoAbl CErMeHTupytoTcs Gonee
CrMaXeHo, YeM B STANOHHON Macke.

OLl,eHKa BITIUAHUA cneKn-wymMa
Ha paboTy anropMTMOB cerMeHTaumMm

MpoBegeHo Takxke nccnegoBaHue BNUSIHWSA Cnekn-LuymMa
Ha paboTy HelpoceTeBbIX anropMTMoB. [ns nccnegoBaHus
ncnonb3oBanacb MOAENb CrEeKmn-yMa, BblpaXeHHas cre-
aytowen opmyIron:
noise,,, = img + img * gauss(mean,var),
roe noise;,, — 3alymneHHoe usobpaxeHue, img — NCXOA-
Hoe u3obpaxeHue, gauss(mean, var) — criy4alHbln Habop
nuKkcenen C pasmMepHOCTbIO U300PaXeHUst U rayCCOBCKUM
pacnpegerneHnem ¢ mateMaTU4ECKUM OXWAAHWEM mean W
aucnepcuen var. Ona mogenupoBaHMs WUCMOMb30Basnochb
HyneBoe MaTemMaTU4eckoe OXunaaHue U 3Ha4YeHust amcnep-
cumn — 0,01; 0,05; 0,1; 0,5; 1. [Ins KaxxQoro 3Ha4YeHnsa marte-
MaTU4YEeCKOro OXuaaHus WM AMCMEepcUM co3daBarncs CooT-
BETCTBYIOLMI Habop n3obpaxeHuii. Mpumepbl M3obpaxe-
HWUSI C pa3HoW CTENEHbIO 3aLLyMITEHHOCTM NpeACcTaBMeHbl Ha
puc. 3. Ha n3obpaxeHusx var — 3Ha4eHne Qucrnepcun, uc-
nosnb3yemMou Npuv 3aLlymreHmu.

Jdanee Ha kaxgom Takom Habope TecTupoBanacb Mo-
Aenb SegFormer_b5. PesynbTaThl TeCTMpoBaHusa npveene-
Hbl B TAbnN. 3.

TecTupoBaHWe Ha AaHHbIX Habopax mokasarno, YTo npu
yBENUYEHUN LLIyMa 3aMeTHO NadaeT KONMYECTBO FOXHbIX
cpabatbiBaHuii. OTcloga MOXHO caenaTb BbIBOA O TOM, YTO
3TO MNPOUCXOOUT MK3-3a TOrO, YTO M30DpakeHus umeroT
GonblUoe KONMMYEeCTBO MarblX OOBLEKTOB, Ha KOTOPbIX MO-
Aenb yacTo olmnbaeTcs, a 3awwymneHve gano adekT Toro,
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4YTO MOAENb CTana Yatle nNponyckaTb 3TM OObEeKThI.

Hanee ncnonb3oBanncb TOMbKO Takue TECTOBble M300-
paXeHusl, Ha KOTOpbIX MPUCYTCTBOBaNW Nulb CpPeoHWE WU
6onblune OObekTbl, a TECTOBbIA HAabop AaHHbIX UNLTPO-
Bancs no pasmepy obbekToB. lNoaroToBneHo 2 [OMOMHW-
TenbHbIX Habopa AaHHbIX — Habop M300paXkeHWn C MUHU-
ManbHbIM pa3mepom obbekTa B 1000 nukcenen u Habop ¢
MWHUMarnbHbIM pa3mepom obbekta B 3000 nukcenen. Ons
nopora B 1000 nukcenemn Konumyectso n3obpaxeHui cocTa-
BUno 7562, a ans nopora B 3000 — 6989 nsobpaxeHuin. Pe-
3ynbTaTbl TECTUPOBAaHWUSA NpUBeLEHb! B Tabn. 4 n 1abn. 5.

B oboux cny4dasix Bce MeTpuku, kpome Precision, ctanm
oYyeHb BbiCOkMMU. MeTpuka Precision octanacb HU3KOM M3-
3a 6OMbLIOrO KOMMYecTBa MOXHbIX cpabaTblBaHW Ha Men-
Knx obbekTax. Bbixog mogenu npy OaHHOM TeCTUPOBaHMK
He chunbTpoBarncs no Nnowaan HakaeHHbIX 00bEKTOB. [daH-
Hble pe3ynbTaTbl Takke MOATBEPXAaloT npeablaylive Bbl-
BOAbl O TOM, YTO Mogenu nnoxo paboTalT ¢ ManbiMn 06b-
ekTamu. Takke MOXHO 3aMeTUTb, YTO Aaxe Mpu 3HaYnTenNb-
HOM YBENUYEHUM LUyMa MOAEMb SABMSETCS YCTOWYMBOW K
HeMy Mpu CErMeHTauum cpeaHux n 6onbLINX OOBEKTOB, YTO
noaTBepXXaaeT HEU3MEHHOCTb 3HAYeHU METpPUK npu pas-
HbIX 3Ha4YeHNsX JobaBNeHHOro Wwyma.

3aknioveHne

PaspaboTaH anropMTm cermeHTauum BoAHbIX YHaCTKOB C
ucnosnb3oBaHneM SAR-u3obpaxeHuid. [na peanusauymu
ucnorsnb3oBanucb 3 mogenu rrnybokoro obyveHns — ResNet-
34+U-Net, SegFormer_b5 n SegNeXt_|, kaxgas 13 Kotopbix
obyyanacb Tpemsi cnocobamu: nepeble ABa — ¢ GanaHcu-
poBkol 6aTya, TpeTuih — 6e3 GanaHcmpoBku. Mcnonb3oBaH
noaxon noBblileHnAa MHBapUaHTHOCTU K ayrMeHTauuam. D,J'Iﬂ
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e)var=0,1

6) var = 0,01

0)var=0,5

Puc. 3. lpumep 00HO20 u306paXkeHuUsi ¢ pa3HoU cmeneHblo 3awyMiaeHHocmu

8) var = 0,05

e)var=1

Tabnuya 3. TecmuposaHue modenu SegFormer_b5 Ha 3awymMneHHbIX U306 paxeHusIx

mean var TP FP FN Precision Recall F1 Dice
0 0 22282 50646 19145 0,31 0,54 0,39 0,86
0 0,01 21952 49603 19475 0,31 0,53 0,39 0,90
0 0,05 21938 49449 19489 0,31 0,53 0,39 0,90
0 0,1 21921 49482 19506 0,31 0,53 0,39 0,90
0 0,5 20855 44194 20572 0,32 0,50 0,39 0,90
0 1 17443 35738 23984 0,33 0,42 0,37 0,90
Tabnuya 4. TecmuposaHue modesnu SegFormer_b5 Ha u3obpaxeHusix ¢ MUHUMabHbIM pa3mepom obbekma 1000 nukcenel

mean var TP FP FN Precision Recall F1 Dice
0 0 1487 1836 17 0,45 0,99 0,62 0,97

0 0,01 1487 1840 17 0,45 0,99 0,62 0,97

0 0,05 1487 1808 17 0,45 0,99 0,62 0,97

0 0,1 1487 1814 17 0,45 0,99 0,62 0,97

0 0,5 1484 992 20 0,60 0,99 0,75 0,97

0 1 1479 497 25 0,75 0,98 0,85 0,96

Tabnuya 5. TecmuposaHue modenu SegFormer_b5 Ha u3obpaxeHusix ¢ MUHUMabHbIM pa3mepom obbekma 3000 nukcenel

mean var TP FP FN Precision Recall F1 Dice
0 0 567 1294 6 0,30 0,99 0,47 0,98

0 0,01 567 1296 6 0,30 0,99 0,47 0,98

0 0,05 567 1275 6 0,31 0,99 0,47 0,98

0 0,1 567 1287 6 0,31 0,99 0,47 0,98

0 0,5 567 533 6 0,52 0,99 0,68 0,98

0 1 565 207 8 0,73 0,99 0,84 0,97

06y4eHuss NoaroToBneH Habop M3 27 CnyTHUKOBLIX M306pa-
KEHU B paauogmanasoHe, KOTopble NoferneHbl Ha natym
pasmepom 512x512 nukcenen. OueHka kayecTtBa paboThl
06YyYeHHbIX Moaenern npoMcxoauna ¢ NOMOLLBH Takux MeT-
PUK Kak TOYHOCTb, NonHoTa, F-mepa u Dice. Viccnegosanne
nokasaro, 4YTo Bce 3 MoZenu Ha XopoLleM YpoBHe onpesae-

NS0T rpaHuLbl HaMOEHHbIX Y4acTKOB, Ha YTO YKasblBaeT
BblCOKOe 3HayeHue meTpuku Dice. Hanbonbluee ee 3Haude-
Hue (0,9) y mogenen SegFormer_b5 n SegNeXt_|. Ucnonb-
30BaHMe Mogxoda MOBLILEHUSI MHBApPWaHTHOCTM K ayrMeH-
TauusiMm Ha 3ToM Habope n3obpaxkeHuii NpuBeno K yBenu4ye-
HWUIO YMcna NoXHbIX cpabaTtbiBaHWid Ha 20-25% ans kaxaon
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mMoZenu. Takke yCTaHOBMEHO, YTO BCE MOAENV B LENoMm
o6nagatoT 6oMbLIMM KONMYECTBOM NTOXHbIX cpabaTbiBaHWIA.
B OCHOBHOM [aHHble OLIMOKM MPOMCXOAST Ha rpaHuuax
BOAHbIX M 3€MHbIX Y4acCTKOB, a Takke Ha MarnblX BOAHbIX
y4yacTkax.

lMpoBedeHHbIN aHanu3 BRUSHUA CNeKn-lymMa Ha Kade-
CTBO paboTbl MoAenei nokasar, YTo B JaHHOW 3ajade na-
e CUIbHOE ero yBemnu4yeHne, BbipaKeHHOoe OnycKaloLLencs
0o 3HaveHun 9,65-9,86 ob metpukon PSNR, He BnusieT Ha
3Ha4YeHMe MeTpUK OLIeHKM KadecTBa paboTbl mogenu. Kak
Nno MCxXooHOMY Habopy, Tak M Mo 3allyMIeHHOMY 3Ha4YeHue
meTpukn Dice octaetca B npegenax 0,96-0,97, metpuku
F1 — B npegenax 0,81-0,82, a meTpukun Recall — B npege-
nax 0,97-0,98.
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